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We demonstrate the occurrence of regimes with singular continuous (fractal) Fourier spectra in auto-
nomous dissipative dynamical systems. The particular example is an ordinary-differential-equation sys-
tem at the accumulation points of bifurcation sequences associated with the creation of complicated
homoclinic orbits. Two different mechanisms responsible for the appearance of such spectra are pro-
posed. In the first case, when the geometry of the attractor is symbolically represented by the Thue-
Morse sequence, both the continuous-time process and its discrete Poincaré map have singular power
spectra. The other mechanism is due to the logarithmic divergence of the first return times near the sad-
dle point; here the Poincaré map possesses the discrete spectrum, while the continuous-time process
displays the singular one. A method is presented for computing the multifractal characteristics of the
singular continuous spectra with the help of the usual Fourier analysis technique.

PACS number(s): 05.45.+b

I. INTRODUCTION

The dynamics of nonlinear systems may be described
by means of different characteristics. One of the classical
(and lately shadowed by more elaborate tools like
Lyapunov exponents, dimensions, singularity spectra,
etc.) ways to characterize the dynamics of the observable
f(¢) is to compute its normalized autocorrelation func-
tion (autocovariance)

{(fOf(t+1))
(1))

(the averaging over time and/or the respective set of ini-
tial conditions is assumed), which provides the quantita-
tive estimate of the system’s ability to return to the same
states after regular intervals of time [1-4]. Usually, non-
chaotic systems are well correlated: the correlation func-
tion of the periodic motion reaches unity at all the in-
teger multiples of the basic period, whereas in the case of
the quasiperiodic motion with an irrational ratio of fre-
quencies, the largest peaks correspond to the times pro-
portional to the denominators of successive rational ap-
proximations to this ratio, and the amplitudes of these
peaks asymptotically approach 1. On the other hand, the
eventually (not necessarily monotonously) decaying auto-
correlation function of the chaotic motion reflects its
property to forget the details of the initial state. As an
intermediate stage one may imagine some “not perfectly
regular” or “not entirely chaotic”” motion for which the
correlation function would be everywhere (except for
7=0) separated from 1, but at the same time would not
entirely decay, displaying peaks of finite height for arbi-
trarily large values of 7 and thus disclosing the ability of
the system to remember “‘vaguely” its previous history.
Owing to the duality between the autocorrelation func-
tion and the Fourier power spectrum, the same state-
ments can be retold in terms of the latter. For both
periodic and quasiperiodic processes the Fourier spec-
trum is obviously composed of discrete delta peaks only;

C(r)= (1)
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in the former case the peaks are well separated whereas
in the latter they are typically dense. The spectrum of
the chaotic motion is marked by the presence of a con-
tinuous component. In most of the known examples the
latter is absolutely continuous with respect to the Lebes-
gue measure (albeit some local singularities are possible,
like in the case of the 1/w spectrum), but in principle it
may also be singular, i.e., be concentrated on a set of Le-
besgue measure zero. This singular component might be
viewed as some remnant of the discrete ordered-state
spectrum in the following way: the response at the fre-
quency corresponding to a singularity (such values must
be dense in the spectrum), although not mighty enough to
produce a delta peak, is substantially stronger than in the
immediate neighborhood. Therefore the singular con-
tinuous spectra occupy some intermediate position be-
tween the spectra of the well-ordered processes and those
of the fully chaotic ones.

Singular continuous spatial spectra have been recently
reported for the distributions of particles in systems with
incommensurate scales [5-7]. They are also known to
appear in quantum systems with quasiperiodic potentials
[8] and quasiperiodic external forcing [9,10]. Recently
the singular continuous spectra have been observed in
dissipative systems with quasiperiodic external forcing,
where so-called ‘“‘strange nonchaotic attractors” (sets
which, like chaotic attractors, are not manifolds, but,
contrary to them, are characterized by nonpositive
Lyapunov exponents) appear [11]. However, to the best
of our knowledge no examples of this kind were reported
for the conventional autonomous continuous-time dissi-
pative system.

In this paper we show that singular continuous spectra
appear in the autonomous system of three ordinary
differential equations [12] which resemble very much the
Lorenz equations. After reviewing the basic properties of
correlations and spectra in Sec. II, we describe the system
in Sec. IIT and present the data which show that singular
continuous spectra can be observed at the accumulation
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points of the bifurcation scenarios in which the more and
more complicated homoclinic orbits of the saddle points
are progressively formed and destroyed. Although the
scenarios themselves have been studied extensively
[12-16], the related unusual correlation properties seem
to have been overlooked.

It proves out, that in systems of this kind one en-
counters at least two different mechanisms, of which each
one taken alone already supplies the singular continuous
spectrum. One of them is due to the special symmetry
(which may either be present or not) of the bifurcation
scenario as expressed through the appertaining renormal-
ization rules; as a consequence already the Fourier spec-
trum produced from the symbolic code of the corre-
sponding orbit displays the required features. The sim-
plest example of such a code is the so-called Thue-Morse
[17,18] sequence, for which there exists a rigorous proof
of the singularity of the spectral measure. To provide a
better understanding of the properties of singular con-
tinuous spectra, we will discuss in detail the Thue-Morse
sequence as a case study in Appendix A. The other more
general mechanism producing a singular continuous spec-
trum requires no symmetry and is associated with the
logarithmic divergence of the return times for the trajec-
tories approaching the homoclinicity. In physical
language, variation of return times is tantamount to the
phase modulation of the process. The corresponding
mathematical model—the so-called special flow—is ana-
lyzed in Sec. IV. Finally, the multifractal properties of
singular continuous spectra are discussed in Sec. V.

A curious and highly unusual peculiarity of the con-
sidered processes is a seeming discrepancy between the
continuous flow and its discretization obtained with the
help of the Poincaré mapping on a proper surface. As a
kind of a counterexample to the conventional belief that
the mapping mimics all the dynamical features of the
flow, we present and discuss a situation in which the
power spectrum of the attractor for the ODE system is
singular continuous whereas the Poincaré mapping yields
a discrete spectrum. Another example demonstrates
different spectral properties of return mappings obtained
for two variables in the very same process: the power
spectrum is singular continuous for one of them and
discrete for the other one.

II. BASIC PROPERTIES OF CORRELATIONS
AND SPECTRA

In this section we recall some facts about correlations
and spectra (see [19,20]). The autocorrelation function
(1) can be represented as a Fourier transform of the spec-
tral measure u(w):

c= [e 2™dp(w) . @)

In general, the spectral measure can be decomposed into
the pure point and the continuous component (the possi-
bilities for their simultaneous presence in the spectrum of
a continuous-time dynamical system are discussed, e.g.,
in [21]). In its turn the latter part can be further
represented as a sum of the absolutely continuous and the
singular continuous components: g =ppp+psctigc. In

the physical language, the pure point component is a set
of & functions (discrete spectrum), while the absolutely
continuous component has a spectral density (which is
usually called the power spectrum). The singular con-
tinuous component unites all what remains after both the
pure point and the absolutely continuous components are
removed; it sits on a set of zero Lebesgue measure, but is
weaker than delta peaks. To evaluate the intensity of the
discrete spectrum it proves useful to introduce the aver-
aged squared correlation function as (we assume that the
time is discrete, a generalization to the continuous time is
straightforward)

t—1
Cul=1"S [ch)?. 3)
t =o

According to Wiener’s lemma (see [19,20]), the total in-
tensity of the discrete component of the spectrum is
C, (). From the other side, a necessary condition for
the spectrum to be absolutely continuous is the decay of
correlations:

Ilim C()=0. 4)

Hence, calculation of the autocorrelation function allows
one (at least in simple cases) to detect singular continuous
spectrum. Thus the power spectrum should be singular
continuous if C,,(¢) tends to O for large ¢, while C(¢) does
not: the former requirement ensures the absence of the
discrete component whereas the latter precludes the pres-
ence of the absolutely continuous one. We will make use
of these criteria in our numerical studies below.

Recently it has been shown that the law of decay of the
averaged squared correlation function (3) is related to the
correlation dimension D, of the spectral measure u
[22-24]:

C,(~t 2. (5)

Indeed, one can expect that for an absolutely continuous
spectral measure having dimension 1 the sum in (3) typi-
cally converges, so C,,(t)~t~! and D,=1, while for a
discrete spectrum (zero dimension) C,, does not decay
and relation (5) gives D, =0.

III. THE ODE SYSTEM, ITS ATTRACTORS,
AND THEIR SPECTRA

To demonstrate the action of the mechanisms which
produce “intermediate” spectral and correlation proper-
ties we use the third order ordinary-differential-equation
(ODE) system which is reminiscent of the Lorenz equa-
tions:

x=0(y—x)+oDy(z—R),
y=Rx—y—xz , (6)
z=xy—bz+ax ,

but may have different scenarios of transition to chaos.
This system (see [12] for the derivation and more detailed
description) mimics the averaged thermal convection in
the fluid layer subjected to the transversal high-frequency
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oscillations of gravity. Vibrations are known to suppress
the small-scale fluid motions [25], which makes physical-
ly plausible the Lorenz-like truncation to one mode (x)
for the velocity field and two modes (y and z) for the tem-
perature distribution. Here o denotes the Prandtl num-
ber of the fluid, R stands for the Rayleigh number (nor-
malized to its critical value in the absence of vibrations),
and b=4a/(1+a?) is the geometrical parameter deter-
mined by the wave number a of the convective pattern.
The additional (with respect to the Lorenz model) term in
the first equation is proportional to the ‘“vibrational pa-
rameter” D, given by the squared ratio of the amplitude
of the modulation to its frequency; another modification
is breaking the symmetry (x,y)=(—x, —y) by means of
introduction of the term ax into the third equation.

Similarly to the unperturbed Lorenz equations, the
transition to chaos in the equations (6) follows the forma-
tion of the homoclinic trajectories to the trivial steady
state x=y=z=0; in the parameter domain
D <R ~'—R ~? the latter is a saddle point with three real
eigenvalues A; <A, <O<A;. Whereas in the Lorenz case
the positive eigenvalue is larger than the absolute value of
the leading (closest to zero) negative one, here the homo-
clinic bifurcation can be encountered also in the parame-
ter domain

<———— (7)

where A,+ A, is negative. This means that, as opposed to
the Lorenz system, in the vicinity of the saddle point the
contraction prevails over the expansion, and the destruc-
tion of homoclinic connections should produce not the
unstable Q set [26,27], but stable closed orbits. The fur-
ther evolution through more and more complicated
periodic states eventually leads to the emergence of the
chaotic attractor; the structure of the parameter space is
enormously rich, with uncountably many different routes
to chaos [14—16]. We will focus below on two particular
scenarios which seem to be the best suited for the illustra-
tion of the unusual spectral and correlation properties.
In our computations we will fix the “canonical” Lorenz
parameter values 0 =10 and b =3.

A. Symmetrical case

Let us fix a=0, and increase R keeping D in the
domain (7). Owing to the symmetry (x,y)=(—x,—y)
the homoclinic bifurcation results in the gluing of two
mutually symmetrical stable closed orbits into a single
one [Figs. 1(a) and 1(b)]. The further sequence consists of
the alternating symmetry-breaking bifurcations and sub-
sequent homoclinic gluings of periodic orbits [Figs. 1(c)
and 1(d)]. The number of loops of the attracting periodic
orbit is doubled at each homoclinic bifurcation (this is
not, however, period doubling in the usual sense, since
the time period is infinite at the bifurcation point), and
the whole bifurcation sequence is converging at the
universal geometric rate. The renormalization treatment
of the corresponding one-dimensional discontinuous map
[13,12] shows that the convergence rate (along with the
other scaling characteristics of this hierarchical process)
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FIG. 1. A sketch of the homoclinic-doubling bifurcation in
the system (6): the two symmetrical stable cycles (a) glue into a
homoclinic orbit, which produces the stable symmetrical cycle
(b); this cycle loses its symmetry with creation of two two-loop
stable cycles (c); these cycles glue and produce a ‘“period-4”
stable cycle (d).

is entirely determined by the so-called saddle index—the
ratio of the eigenvalues v=—A,/A;. The two-
dimensional (2D) projection of the resulting symmetric
attractor at the accumulation point of homoclinic bifur-
cations (for R =15.8237366..., D=0.05263409...
which corresponds to v=2.0) can be seen in Fig. 2. Fur-
ther increase of R leads to the onset of chaos.
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FIG. 2. The view of the attractor of the system (6) at the
point of transition to chaos through homoclinic doublings. The
Cantor structure of the attractor is clearly seen.
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FIG. 3. The autocorrelation functions for the variables x (a)
and z (c). Note the logarithmic scale of the time axes. This
shape with arguments of the peaks forming a geometrical pro-
gression is typical for processes with singular continuous spec-
tra. The averaged squared correlation functions (3) are present-
ed in (b) and (d), respectively.

We now consider the spectral and correlation proper-
ties of the system (6) at the transition point. The comput-
ed autocorrelation functions for the variables x and z on
this attractor are presented in Fig. 3. It can be seen that
their shape satisfies the conditions for the spectrum to be
singular continuous: the correlations themselves do not
decay, so condition (4) is not satisfied; on the other hand,
the averaged squared correlation function decays as a
power law. The plotted data display a remarkable
feature: the values of time corresponding to the largest
peaks of C(¢) form a geometrical progression; the ratio of
the times is approximately 2. This factor corresponds to
the fact that the attractor is created through homoclinic
doublings. However, unlike in the case of the usual
period doublings, the level of correlation remains less
than 0.5.

The spectral sums S, for the same attractor, which
were computed with the use of 2"-point fast Fourier
transform (FFT) [at a sampling rate 0.1 in the units of di-
mensionless time of (6)], and subsequent averaging for
many realizations, are presented in Fig. 4. One notices
both the “fractalization” of the spectrum with the
growth of n and the apparent self-similarity in the low-
frequency part of the power spectrum:
S,(w)=S, (w/2) (Fig. 5). [The explanation of this
self-similarity is given in Appendix A, see Eq. (A3)].

A common way of reduction of a continuous-time
dynamical system to a discrete one is to consider the
Poincaré map on some surface. For the equations (6) it is
convenient to introduce this surface near the saddle as
depicted in Fig. 6. Because of the strong volume contrac-
tion the resulting Poincaré map can be viewed as quasi-
one-dimensional, see Fig. 7. The mapping for the vari-

FIG. 4. The power spectrum of the variable x, calculated us-
ing the standard method [45] for different numbers of points in
the spectrum N=2". With the increase of N the spectrum be-
comes more scarred: both the peaks and the depressions grow.
The region between the dashed lines is used for determining the
multifractal properties of the spectrum in Sec. V.
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FIG. 5. The low-frequency parts of the spectra of Fig. 4,
redrawn in scaled coordinates to show self-similarity.
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X

FIG. 6. The sketch of the surface of section (the cylinder
z2+y2?=81) used to construct the Poincaré map in the system
(6).

able x [Fig. 7(a)] is symmetric and discontinuous due to
the symmetry of the underlying ODE system; in the case
of the variable z [Fig. 7(b)] which does not participate in
the symmetry transformation, the mapping is continuous
and has a minimum. Owing to the Cantor-like structure
of the attractor, the points do not fill the lines, but these
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FIG. 7. The Poincaré maps for the variables x (a) and z (b),
obtained with the surface of section Fig. 6 for the attractor Fig.
2 (the variable x is additionally projected on a line transversal to
the stable manifold of the saddle). The points of the attractor
are marked with crosses which are connected by interpolation
curves. The mapping (c) corresponds to the attractor Fig. 9;
here a quasiperiodic orbit is dense on the interval.
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FIG. 8. The correlation function for the discrete sequences
x, (a) and z, (b). While the power spectrum of x, remains
singular continuous, the power spectrum of z, is discrete.

can be easily interpolated [13,12]. Calculations of the
correlation function C(n) (where the discrete time vari-
able n stands for the number of intersections with the
secant) for the corresponding series of the section coordi-
nates, demonstrates that while the spectrum for the
values of x remains singular continuous [Fig. 8(a)], the
spectrum for z is discrete [Fig. 8(c)] precisely in the same
way as it should be for the logistic mapping at the
Feigenbaum point [28]. This discrepancy between the
properties of two coupled variables stemming from the
same dynamical system will be discussed in Sec. III C
below.

B. Asymmetrical case

Of many different scenarios which are possible for a #0
we take the one which resembles very much the transi-
tion to chaos through quasiperiodicity. Without going
into details (see [14—16,29]) we should only mention that
in the proper parameter domain one can define the “rota-
tion number” p, which for the closed periodic orbit is the
ratio of the number of loops in the half-space x >0 to the
entire number of the loops. For the nonclosed orbit p is
the ultimate “proportion” of these loops, i.e., the limit of
the respective ratio for t — . The parameter space can
be separated into the ‘“subcritical” domain for which p is
independent of the initial conditions, and the supercriti-
cal domain where orbits with different values of p may
coexist and one should speak rather about the rotation
intervals. These two domains are separated by a “criti-
ce! surface. For the parameter plane the latter is just a
curve, and the subcritical domain is a union of the count-
able number of “resonant tongues” inside which p is ra-
tional and the continuum of curves which correspond to
irrational values of p. This structure is reminiscent of the
Arnold tongues for the circle mappings; however, in our
case all the tongues and all the irrational curves emanate
from one and the same point; another difference is that at
the edges of the tongues the periodic orbits are not neces-
sarily coalescing via the tangent bifurcation, but may also
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FIG. 9. The view of the attractor of the system (6) at the
point of transition to chaos through “quasiperiodicity.”

disappear through the formation of the multiturned
homoclinic orbit.

Let us fix some irrational value of p and move on the
parameter plane along the corresponding curve towards
the critical line. The respective attracting set at the criti-
cal point of transition to chaos for the “reciprocal golden
mean” rotation number p=(V'5—1)/2 is presented in
Fig. 9; the parameter values R =14.1487968.. .,
D =0.05433476..., a=—0.56112733... correspond
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FIG. 10. The autocorrelation functions for the variable x of
the attractor Fig. 9. It has typical form for the case of singular
continuous spectrum with peaks forming a geometrical progres-
sion. The factor of this progression is the golden mean, accord-
ing to our choice of the rotation number.

to v=1.5. One sees that, in contrast to the Cantor-like
attractor from Fig. 2, this set looks dense on the transver-
sal section. The Poincaré section resembles very much
the critical circle map (with the only difference that the
singularity is generally not cubic, but has an order v)
[16,29] insofar as the rotation number is irrational, the
attracting orbit is everywhere dense on the interval [Fig.
7(c)]. Correspondingly, the spectrum of the variable x,
discretized in this way contains the pure-point com-
ponent only. However, the calculation of the autocorre-
lation function of the underlying continuous-time process
x (¢) (Fig. 10) demonstrates that its power spectrum is
singular continuous.

C. Two mechanisms for the singular continuous spectrum

The numerical results presented above suggest that at
least two distinct mechanisms are responsible for the ap-
pearance of singular continuous spectra.

The first mechanism is the one which ensures the
singular continuous spectrum for the variable x in the
symmetric case. Producing the same results for both the
continuous flow and the sequence of the Poincaré sec-
tions, it obviously does not depend on the dynamical time
properties of the process, and hence may be called the
geometric mechanism. Not only the reduction to the
mapping, but also the symbolic representation of the or-
bit of such mapping possesses the same spectral proper-
ties. Let us ascribe the symbol L (R) to each loop in the
half-space x <0 (x >0). On the symbolic language each
homoclinic bifurcation is the gluing of some finite sym-
bolic sequence with its mirror counterpart (the same se-
quence in which all R’s are substituted by L’s and vice
versa). Thereby the scenario of the change of the
attractor’s code is

R—>RL-—->RLLR—->RLLRLRRL — - -

The resulting infinite symbolic code which is obviously
invariant under the transformation R ->RL, L —LR is
known as the Thue-Morse sequence [17,18]. From the
mathematical literature it is well known that this se-
quence has a singular continuous Fourier spectrum [20]
(see Appendix A for a detailed discussion). There exists a
number of studies on the applications of the Thue-Morse
sequence to different physical systems [30-32], however,
to our knowledge in all of these examples the sequence
was prescribed externally—either as external forcing or
as a prepared pattern of the lattice. In our case this se-
quence appears as a result of the intrinsic dynamics of the
system, which owes to the symmetry of the original equa-
tions. The correlation and spectral properties of this
symbolic code are readily transferred to the values of the
Poincaré sections for the variable x and, finally, to the
continuous process x ().

Along with the described scenario which yields the
“pure” Thue-Morse sequence, one can follow in the pa-
rameter space certain other bifurcational sequences
where the geometric mechanism is at work. We will
briefly mention just two possibilities. For the general
asymmetric case each intersection on the parameter plane
of two curves corresponding to the formation of mul-
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tilooped homoclinic orbits produces the pencil of lines
marking the secondary homoclinic bifurcations [15,16].
Let the symbolic codes of the primary multilooped orbits
be two words of some finite (and not necessarily equal)
length I, and /, respectively, the first letter being R in
one of them and L in the other. Since the codes of the
new homoclinic orbits are obtained by concatenation of
these two words, it is straightforward to redefine the cod-
ing rules: let us take two given words as the initial blocks
and denote them by R and L, respectively. Now one may
trace the new sequence of homoclinic doublings [the cor-
responding orbits have (I, +1,)2" ~! loops] and locate at
some distance its accumulation point, where the symbolic
code of the attracting trajectory can be reduced to the
conventional Thue-Morse form by the single symbolic re-
normalization.

The other example is provided in the symmetric case
a =0 by the sequences of “homoclinic m-tuplings,” which
converge to the parameter values where the symbolic
code is invariant with respect to the substitution
R—RL™ !, L>LR™ . For m=2 one gets the
scenario of homoclinic doublings described above, which
provides the Thue-Morse code; symbolic sequences for
the higher values of m also demonstrate singular continu-
ous spectral properties, and this is immediately mirrored
by the corresponding characteristics of the trajectories
for the continuous flow (6).

It is noteworthy that one can find the Thue-Morse se-
quence even in a much simpler dynamical system: consid-
er the symmetrical cubic mapping x —ax(x2—3). This
mapping has three intervals of monotonicity: x < —1,
—1<x <1, and x > 1, which provides the natural coding
by the symbols L, C, and R, respectively. For the partic-
ular choice of the parameter @ =0.965941391... the
stable orbit starting at the point x =1 does not visit the
central segment, and its symbolic coding which is com-
posed of R’s and L’s only is organized into the Thue-
Morse sequence. No wonder that at this parameter value
the Fourier spectrum of the attracting trajectory for the
continuous cubic mapping is singular continuous.

The second mechanism which ensures the onset of
singular continuous spectra is at work for the variable z
in the symmetric case and for all the variables in the ab-
sence of symmetry. Here the discretized and the
continuous-time processes have qualitatively different
spectra. The reason for the difference must lie in the
properties of the return times between the consecutive
Poincaré sections; therefore it is natural to call this mech-
anism the dynamical one. Indeed, the Poincaré map for
the considered ODE system, as well as for the Lorenz
equations, is singular: it is not defined at the intersection
of the secant surface with the stable manifold of the sad-
dle point. The behavior of return times is also singular:
as the point of section approaches the stable manifold,
the return time diverges logarithmically. As a result one
cannot speak about the characteristic return time (as it
would be the case for period doublings); insofar as the or-
bit should pass arbitrarily close to the saddle point, the
return time may be arbitrary large. We conjecture that
this singularity is responsible for the singular continuous
nature of the spectrum. To support this conjecture we

perform in the following section the analysis of the ideal-
ized dynamical system —the so-called special flow.

IV. THE SPECIAL FLOW

In this section we intend to demonstrate that the loga-
rithmic singularity of the return times alone provides the
singular continuous spectrum. For this purpose we con-
sider an idealized process, for which it is possible to
separate properties of the Poincaré map and of the return
times. The construction we use is a variant of the so-
called special flow, typically used in studies of ergodic
properties of continuous-time dynamical systems [19].
The special flow over the map x — f(x) of the interval
0=<x <1 is defined as follows. Consider the piece of the
plane 0=<x <1, 0<y <F(x). The trajectory starting
from the initial point x (0),y (0) is defined as

x(1)=f"(x(0)),
n—1

y()=yp0)+t— 3 F(fXx0)),
k=0

(8)

where integer n as a function of continuous time ¢ is
uniquely defined from the inequalities

n—1 n
S F(fHx(0))<p0)+1< T F(fXx(0))) .
k=0 k=0

The geometrical representation of the special flow is the
following (see Fig. 11): a trajectory moves on the plane x,
y upwards with unit velocity, until the value of y reaches
the border y =F(x), then the trajectory jumps to the
point (f(x),0) and begins to move upwards again. One
can see that the special flow has the map x — f(x) as the
Poincaré map, and the return times are given by the func-
tion F(x).

The variable x can be considered as the amplitude and
the ratio y /F(x) as the phase of the continuous-time
dynamical process. The amplitude modulation is deter-
mined by the Poincaré map, while the phase modulation
depends also on the properties of the return times F(x).
By choosing an observable which depends only on the
phase, e.g., w=cos[2my /F(x)], we can select properties
of the continuous dynamics that are connected with the

NF(X)
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4 \
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. |
0 1) x o1 X

FIG. 11. The geometrical representation of the special flow
construction.
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FIG. 12. The process with pure phase modulation, generated
with the special flow.

distribution of the return times: for this observable the
amplitude modulation vanishes (see Fig. 12). These prop-
erties are completely defined by the Poincaré map
x — f(x) and by the function F(x). We consider the fol-
lowing two cases:

(1) f(x) is the Feigenbaum map at the point of transi-
tion to chaos [33]. ,

(2) f(x) is a circle map with irrational rotation num-
ber.

In both cases the spectrum of the Poincaré map of the
variable x is discrete. While with a smooth function F(x)
the spectrum of the variable w remains discrete [34,35], it
can become continuous if F is singular. Von Neumann
proved in [36] that in the second case a discontinuous
F(x) can generate a process with continuous spectrum.
The mixing properties of the special flow when the func-
tion F has a logarithmic singularity F(x)~ —log|x — x|
were studied in Refs. [37,38]. However, to the best of our
knowledge, the characteristics of the Fourier spectrum
have not been considered.

We have investigated numerically the correlation prop-
erties of the process w(#) in the presence of a logarithmic
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FIG. 13. The autocorrelation functions for the processes
with logarithmic singularities in return times constructed with
the special flows over the Feigenbaum (a) and circle (c) maps.
The corresponding averaged squared correlation functions (b)
and (d) decay as powers of time, indicating the existence of
singular continuous spectrum.

singularity for cases (1) and (2) described above (a renor-
malization group analysis of this problem is now in pro-
gress). The results are presented in Fig. 13. They clearly
demonstrate, according to the criteria discussed in Sec.
II, that special flows with a logarithmic singularity have
singular continuous spectra. It seems that for the circle
map, where trajectories are dense on the interval, the lo-
cation of the logarithmic singularity is irrelevant. For
the Feigenbaum map the attractor is a Cantor set, so the
singularity should not fall in a gap. In order to model the
ODE system close to the homoclinicity, the singularity
must be placed at the extremum of the map, and this
point belongs to the Feigenbaum attractor.

Thus, consideration of special flows allows us to con-
clude that a logarithmic singularity in return times can
provide a singular continuous spectrum, even if the spec-
trum of the Poincaré map itself is discrete. For the sys-
tem of ODEs considered above, this mechanism works
for the variable z in the symmetrical case, and in general
in the asymmetrical case.

V. MULTIFRACTAL PROPERTIES
OF SINGULAR CONTINUOUS SPECTRA

In this section we develop a practical method for the
computation of the multifractal properties of a singular
continuous spectrum, and apply it to the cases considered
above (see also Ref. [39]). First of all, we would like to
remind the reader of the well-known thermodynamic for-
malism for fractal measures (see, e.g., [40]). For simplici-
ty we consider a power spectrum of a discrete-time pro-
cess; this spectrum is defined in the interval 0<w =<1.
Dividing this interval into L subintervals with sizes
e¢=L "1, and denoting their measures as p,, we can write
the coarse-grained partition function as

L
I'(e,q)=3 pi, 9)
1

and its growth rate
I'(e,q)~e™? (10)

defines the function 7(g). The generalized dimensions D,
and the f(a) spectrum are related to this function as

D,=(g—17'rq),

fla)=qa—7(q), a=dr/dq .

Let us now turn to a practical calculation of the power
spectrum. Given a times series x,, we can define for a fre-
quency o a finite-time power spectrum as

W ES.
S( T,w)=.7_1< 2 xne121rwn > i
1

This value grows with time T as
S T,Ct))"’ TMa)) ,

where A determines the strength of the spectral peak at
the frequency w. Respectively, A can be viewed as the
Lyapunov exponent of the spectrum at a given frequency;
its existence may be questionable for some particular o,
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but according to [41] it exists for a set of full measure.
The value of the Lyapunov exponent A determines the
strength of the spectral peak at the frequency w. Thus
A=1 corresponds to a § peak in the spectrum, while for a
broadband spectrum A=0; for a singular continuous
spectrum generally A0, 1. Averaging over the frequen-
cies we can define the function o (g) as

JsuToMdo~T7 . (1

The spectrum of local Lyapunov exponents [42] is related
to 0(g) via the Legendre transform

g(A)=o0(q)—qA, A=do/dq .

We now derive a relation between the spectrum of the
local Lyapunov exponents g(A) and the f(a) spectrum.
The estimation of the finite-time power spectrum makes
sense only for the discrete set of frequencies:
o, =(k—1)T 1. The obtained values of the power spec-
trum can be considered as a coarse-grained estimate to
the measure: p, =S(T,w,)T !, e=T"!. Substituting
this expression into (9) and (10) and comparing with (11)
we get [43]

o(g)=qg—1—7(q) . (12)

For Legendre transforms this immediately gives [44]
a=1—A, fla)=1+g(A). (13)

The relations (12) and (13) provide a simple method for
calculation of the generalized dimensions and f(a) spec-
trum of the singular continuous spectrum, using finite-
time estimations of the power spectrum (11).

We have applied the method described to the spectra
discussed in Sec. III. These power spectra, being ob-
tained for the continuous-time dynamical system, are
defined for all frequencies. The tail at large frequencies
decays, however, exponentially. Therefore it is con-
venient to restrict the integral (11) to an interval in the
frequency domain, containing major peaks. Calculations
of the f (a) spectrum, performed in this way, are present-
ed in Fig. 14.
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FIG. 14. The f(a) spectra for the singular continuous power
spectra of the variable z in the system (6) for the attractors Fig.
2 (dashed line) and Fig. 9 (solid line).

VI. CONCLUSIONS

In this paper we have demonstrated that singular con-
tinuous spectra can be observed in certain autonomous
dissipative dynamical systems at the point of transition to
chaos. In the investigated ODE system we found two
different mechanisms which are responsible for these
spectra. The first mechanism, being purely geometrical,
works equally well for both discrete-time and
continuous-time dynamics; it is connected with the ap-
pearance of the particular symbolic code—the Thue-
Morse sequence (or its generalizations). The second
mechanism which owes to the dynamics of the return
times affects only the continuous-time systems and is con-
nected with singular phase modulation, when the process
consists of pulses of different length. The amplitudes of
the pulses are described by a corresponding Poincaré
map and behave quasiperiodically (when the map is
equivalent to a circle map with irrational rotation num-
ber) or almost periodically (when the map has the
Feigenbaum-like attractor). The singular continuous
spectrum appears when the dependence of the duration
of pulses on their amplitude has a logarithmic singularity.
Such a singularity is present in the considered ODE sys-
tem because the closure of the attractor includes the sad-
dle point, in which neighborhood the trajectories “stick”
for a long time. As a consequence, the spectral properties
of the continuous flow differ from those of the mapping.
From the results of von Neumann [36] it follows that the
singularity of phase modulation may be even weaker, in
some cases a discontinuity in the dependence of return
time on the amplitude is enough for the spectrum to be
continuous. It is remarkable that the atomic lattices with
singular continuous spatial spectrum discussed in Refs.
[S-7] can be constructed with the help of a special flow
having such a discontinuity (see Appendix B). Presently,
however, we do not have an example of an autonomous
dynamical system in which a discontinuity of return
times is responsible for a singular continuous spectrum.
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APPENDIX A: THE THUE-MORSE SEQUENCE

In this section we discuss spectral properties of the
Thue-Morse sequence [17,18,20]. The Thue-Morse se-
quence is an infinite sequence of two symbols, say a and
b, defined by the following substitution (inflation) rule:

a—ab , b—ba . (A1)

Starting with a we get consequently a, ab, abba, abba-
baab, etc. For the computation of the Fourier spectrum
it is useful to mention that the sequence can be also ob-
tained from the concatenation rule

A— A4, (A2)
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where the overbar denotes the inverse (with symbols a
and b interchanged) sequence. Putting 1 instead of a and
—1 instead of b, we obtain a sequence x; with zero aver-
age: {x, )=0. We define the partial Fourier sum of the
first 2" elements as
2"
Zn(w)zz—n/Z 2 xkeikZﬂa) X
k=1

Dividing this sum into two halves and using the con-
catenation rule (which implies x = —Xx; ) we arrive

Ml T
at the recursion relation
1—e 2" 1270

Z,(o) 2172

n

=7, ()

For the power spectrum S, (0)=|Z,(o)|* we get
S, +1l@)=S,(0)[1—cos(2m2"w)] .
(Note that we can rewrite this recurrence as
S, +1(0/2)=8, (0)[1—cos(rw)] (A3)

which explains the observed self-similarity of the spec-
trum Fig. 5 in the region of small frequencies.) Thus the
spectral measure is represented as an infinite product
(Riesz product [20)):

n—1

w(w)=lim S,(o)=lim ] [1—cos(2m2%0)].  (A4)

"= r=o0

The Riesz product provides a simple tool for finding
the multifractal properties of the spectrum, as described
in Sec. V. The finite product S,(w) corresponds to the
finite-time power spectrum at time 2”. The Lyapunov ex-
ponents A(w) can be found from the simple dynamical
system

Sn+1:Sn[1'_COS(27T¢n)] ’ (AS)

¢n+1=2¢n

with initial condition Sy=1, ¢o=w. Thus the exponent
M) appears as a logarithm of the multiplicator along
the trajectory of transformation (A5), (A6) For the
periodic orbits in (A6) the calculation is trivial:
AM1/3)=Ap . =log(3/2)/log(2)=0.584, A(1/5)=0.16,
A(1/9)=~ —0.47, etc. Note also that all the frequencies
that are attracted eventually to a periodic orbit have the
same exponent [e.g., A(1/6)=A(1/12)=--- =A(1/3)],
whereas the transient part of the orbit determines the ra-
tio of the spectral peaks growing with the same exponen-
tial rate (e.g., S,(1/3)/S,(1/6)=[1—cos(27/3)]/
[1—cos(2m/6)]=3). Note also that A ;, =A(0)=—o0.
The f(a) spectrum is restricted, according to (13), to the
domain 1—A,,,~0.42 <a < « (see Fig. 7 in [39]).

We now discuss the properties of the autocorrelation
function for the Thue-Morse sequence. It is presented in
Fig. 15. First, we would like to note that in contrast to
the power spectrum, the values of the autocorrelation
function are well defined for each time z. The self-similar
structure of the autocorrelation function is clearly seen
when the time scale is logarithmic [Fig. 15(b)]. The loga-

(mod1) (A6)
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FIG. 15. The autocorrelation function of the Thue-Morse se-

quence. The self-similar structure is well seen when the time
scale is logarithmic (b).

rithmic periodicity of main peaks can be explained as fol-
lows: from the fact that the Thue-Morse sequence is in-
variant with respect to decimation (deletion of each
second element), it follows immediately that

C(2t)=C(1) .

Using the Riesz product (A4) one can deduce a re-
currence relation for the autocorrelation function. Al-
though they are suitable for numerical calculations,
analytical formulas are rather cumbersome; however, for
small ¢ the values of correlation are not difficult to obtain:
C(1)=—1/3=—C(3).

Another scaling property of the autocorrelation func-
tion is illustrated in Fig. 16. Here the part near one of
the main peaks at =1024 is compared with the part at
t=0. One can see that the correlations scale. Generally,
we can show that

c2"+h)=cC(@2MC) (A7)

if ] <<2”. Indeed, let us take the Thue-Morse sequence of
length N=M 2!, M >>1 and write the correlation func-
tion C(2"+1) as

. 1 (M—1)2"—1
c2+l)=———-—-— XX, ony s -
(M—1)2"—1 ,El K k+2m+
Now we use the condition / <<2" and exclude from each
block of length 2" the last / elements [this means that we
exclude from the sum /(M —1) elements corresponding
to overlapping between the blocks]:
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11
C2"+)=
( )= (M—1) (2"—1])
-1 m2-!
X E > (3 gm)(Xp g%y gngy) -

m=1fg=(m—12"+1
(A8)
Due to the way of the construction of the Thue-Morse se-

quence (A2), the values of Xy 4 grXy 4 ony ATE the same for

all blocks, and inside any block the value of x;x,  ,» is

constant, SO we can rewrite (A8) as

2"—1

—2,, D XiXp+o
k=1

C2"+1)~=

M—1
x 1

M—1 21 Xim—12"+1% (m — 12"+ 1+2"
—

Here the first term in large parentheses is approximately
C(l) and the second term in large parentheses can be
considered as a correlation function of a decimated
Thue-Morse sequence, where only each 2"-th element is
taken. Because the Thue-Morse sequence is invariant un-
der the decimation, the second term gives C(1)=C(2").
Thus we get the scaling relation (A7).

APPENDIX B: SPECIAL FLOWS AND COMPLEX
SPATIAL STRUCTURES

In Refs. [5,7] the following one-dimensional chain of
atoms was considered. The abscissa u, of the nth atom is
defined through u, ;—u, =1, where the bond lengths [,
can be equal either 1 or 1+¢£ (the parameter £ defines the
strength of modulation) according to

14+£ if 0<frac(nl) <A ,

=11 if A<frac(nl)<1, (B1)

where frac(x) denotes the fractional part of x. Here / is
irrational and A is a parameter. This definition can be
rewritten as

l,=F(x,), x,4+;=x,+Imodl (B2)

with a piecewise constant function F(x) having values
14+£& and 1 on the intervals 0<x <A and A<x<1.
Comparing this construction with the definition of the
special flow (8), one can see that the special flow with the
circle map f(x)=x +Imod1 and the corresponding F(x)
produces the bond lengths [, as the return times. Thus,
the chain of atoms constructed in [5,7] can be considered
as the sequence of & pulses produced by the special flow.
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